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Overview

How does the robot interact with environments?

Probabilistic Robotics.
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Environment Interaction

State: xt, robot pose, velocity, etc.
Sensor measurements: zt. Perception is the process by which the
robot uses its sensors to obtain information about the state of its
environment.
Control actions: ut change the state of the robot itself and the world.
They do so by actively asserting forces on the robot’s environment.
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Probabilistic Generative Laws

The evolution of state and measurements:

p(xt|x0:t−1, z1:t−1, u1:t).

Markov chains: no variables prior to xt may influence the stochastic
evolution of future states, unless this dependence is mediated through
the state xt.
State transition probability:

p(xt|x0:t−1, z1:t−1, u1:t) = p(xt|xt−1, ut).

Measurement probability:

p(zt|x0:t−1, z1:t−1, u1:t) = p(zt|xt).
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Belief Distributions

A belief reflects the robot’s internal knowledge about the state of the
environment.
For example, a robot’s pose might be x =< 14, 12, 7 > in some global
coordinate system, but it usually cannot know its pose, since poses
are not measurable directly (not even with GPS!). Instead, the robot
must infer its pose from data.
A belief distribution assigns a probability (or density value) to each
possible hypothesis with regards to the true state. Belief distributions
are posterior probabilities over state variables conditioned on the
available data.

bel(xt) = p(xt|z1:t, u1:t).
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Belief Distributions

Occasionally, it will prove useful to calculate a posterior before
incorporating zt, just after executing the control ut:

bel(xt) = p(xt|z1:t−1, u1:t),

which is the prediction of the state at time t, before incorporating the
measurement at time t.
Calculating bel(xt) from bel(xt) is called correction or the
measurement update:

bel(xt) = p(xt|z1:t, u1:t).
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Bayes Filter Algorithm

The most general algorithm for calculating beliefs.
This algorithm calculates the belief distribution bel from measurement
and control data.
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Example

A mobile robot estimating the state of a door.
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Q & A

1 Robot Environment Interaction

2 Bayes Filters
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